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Data-science development is highly experimental and incremental, i.e., it takes dozens of iterations to produce a satisfactory pipeline. At the core of any data-science pipeline, lies the data. As a result, building effective data-science pipelines often hinges on finding the right data to be consumed by the downstream operators. While the database community has successfully developed sophisticated query languages for data retrieval, those only work when data resides in a traditional relational database, conforming to a predefined schema. Even then, the users are required to master the query languages, have a good understanding of the schema, and, finally, they must know what they are looking for (e.g., records) and how to find it (e.g., which tables to join). However, in the era of data science, data scientists often need to extract data from data lakes, which typically lack meta-data (from which the schema can be inferred) and are too large to sift through manually. As a result, there is a renewed interest in designing novel interfaces to discover relevant data from data lakes effectively and efficiently. Yet, current systems pose a high entry barrier for the users, i.e., users must have expertise in query languages and knowledge of the underlying structure of the lake.

In the course of our collaboration with the U.S. Air Force, we realize that there is a pressing need to develop a data-discovery system that (1) liberates the users from the requirement of learning and composing complex queries, and, thus, makes data discovery easy for them; (2) returns effective discovery results that satisfy the user’s intent; and (3) can return results efficiently. To this end, we introduce \textit{DICE}—a \textit{Data Discovery by Example} \cite{2} system that (1) does not require any query-language expertise and only needs a few \textit{exemplar} records to find relevant data from data lakes; (2) involves users in the discovery process (since an example-driven search often suffers from intent ambiguity, it is important to allow users to steer the discovery process interactively); and (3) can return “quick-and-dirty” results interactively.

Data lakes contain heterogeneous data sources with limited meta-data (e.g., schema, integrity constraints). As a result, finding data of interest from data lakes is often time-consuming and labor-intensive, e.g., one would need to find joinable tables to produce the desired result. Conceptually, data scientists employ one of the following two approaches to find data of interest from data lakes: (1) Sift through the data lake manually (e.g., through a series of SQL queries) and find relevant tables and joins. While this method does not require learning special tools, it is too primitive and time-consuming. (2) Use a data-discovery system that facilitates finding joinable tables \cite{1}. While existing data-discovery systems \cite{1} mitigate some of the challenges mentioned above, they still require users to formulate queries or have knowledge of the structure of the lake. Since users are often aware of a few examples of what they are looking for, \textit{DICE} follows a by-example paradigm for data discovery, which addresses the limitations of the two aforementioned approaches: (1) it alleviates the need to write queries (which requires knowledge of the data lake structure) and (2) it does not require users to manually inspect the lake to find their data of interest.

The talk will feature a walkthrough of the current prototype of \textit{DICE} and its key contributions including: (1) mapping of user-provided examples to data-lake tables; (2) interactive discovery of Primary Key - Foreign Key relationships from tables; (3) feedback loop to disambiguate the user’s intent; and (4) efficient similarity-based lookups to generate results.
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