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Abstract
Large Language Models (LLMs) are transforming data science, of-

fering assistance in coding, preprocessing, analysis, and decision-

making. However, data scientists face significant challenges when

interacting with LLM-powered agents and implementing their sug-

gestions effectively. To explore these challenges, we conducted a

mixed-methods study comprising contextual observations, semi-

structured interviews (n=14), and a survey (n=114). Our findings

reveal key obstacles, including difficulties in retrieving contextual

data, crafting prompts for complex tasks, adapting generated code

to local environments, and refining prompts iteratively. Based on

these insights, we propose actionable design recommendations,

such as data brushing for improved context selection and inquisi-

tive feedback loops to enhance communication with conversational

AI assistants in data science workflows.

1 Introduction
Data scientists have traditionally relied on resources like documen-

tation, tutorials, online courses, colleagues, Q&A forums, and online

communities to develop skills and solve tasks [27, 28, 34, 35]. Such

resources have been instrumental in helping them navigate the

challenges of data acquisition, cleaning, wrangling, visualization,

and presentation, especially for those with a non-programming

background [9, 25]. Although useful, it can be time-consuming,

tedious, and error-prone to rely on these resources for solving a

data-science problem.

With the emergence of AI-powered chat assistants, data scien-

tists now have access to potentially faster and more accessible

resources through a chat interface. These AI-powered chatbots, like

ChatGPT
1
, enable users to ask questions in natural language, and

get useful responses with little to no latency. For example, when

prompted with “split my date column that is in MM/DD/YYYY

format into three columns”, ChatGPT provided usable Python code:

df[['Month', 'Day', 'Year']]

= df['Date'].str.split('/', expand=True)
ChatGPT can also explain how the code works, and supports

follow-up questions or changes. Evaluations of these AI tools have

demonstrated over 70% accuracy on programming benchmarks [10]

and pass numerous tests designed for humans (e.g., the GRE, a col-

lege entrance exam, and the LSAT, a law school admission test) [32].

1
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However, the effectiveness of these tools is dependent on data sci-

entists successfully communicating their questions, context (overall

problem, task at hand, datasets, etc.), assumptions, and domain

knowledge to the AI assistant, through a back-and-forth conver-

sation. Grice’s maxims of conversation posits that a successful

conversation involves content that has right amount of informa-

tion, that is truthful and supported by evidence, that is relevant to

the specific context, and that is presented clearly [16, 22]. But con-

versations go awry—either side of the conversation may be making

false assumptions, there may be ambiguities, and conversations

may require numerous clarifications.

The barriers to express intents are exacerbated in the context

of data-science tasks. First, data scientists work with a variety of

artifacts, including raw datasets, code, computational notebooks,

visualizations, documentation, and machine-learning pipelines. Sec-

ond, datasets are often large and normalized (spilt across multiple

tables), which may not be feasible to share (e.g., due to token lim-

its of AI tools or due to data being spread across heterogeneous

sources) or to summarize the relevant portions succinctly (e.g.,

specifying regions of the data). Third, real-world data is messy, and

suffer from quality issues; they may not strictly adhere to a schema

or homogeneous format. Fourth, data-science tasks often require

domain expertise and numerous assumptions (e.g., negative values

in a column represent an error, 0 means missing value) and it may

be laborious to ensure that the AI assistant is aware of such domain

knowledge and assumptions.

In this work, we aim to understand the fundamental challenges

encountered by a [human] data scientist in communicating to a

conversational AI agent. In particular, we address the following

research questions:

• RQ1: How do data scientists interact with ChatGPT to complete

data-science tasks?

• RQ2: What challenges and unmet needs do data scientists face

when interacting with ChatGPT?

• RQ3: How well do these challenges and needs generalize to the

broader community of data scientists?

To answer these questions, we conducted two mixed-method

need-finding studies (Section 3). For the first study, we observed 14

data scientists as they perform four diverse tasks with ChatGPT’s

assistance. For the second study, we conducted a confirmation

survey with 114 data scientists to validate and generalize findings

from the first study.

This paper makes the following contributions:

1
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• An observational study of how data scientists engage with Chat-

GPT to solve common data science (DS) tasks.

• A survey study to validate and generalize the findings of the

observational study with a broader sample.

• Design recommendations to improve data science tools, including

providing data context preemptively, providing inquisitive feed-

back loops, providing support for code validation & structuring,

and providing transparency about shared context & assumptions.

2 Background and Related Work
This section discusses the recent surge of AI-powered chat assis-

tants and how they are changing data science.

Large Language Models and AI-powered chat assistants. AI-powered
chat assistants are built on top of large language models (LLMs).

LLMs are generative machine-learning models with billions of pa-

rameters, and are trained on vast amount of data (text and images)

to generate human-like responses and perform various language

tasks. These models, based on the transformer architecture [36],

interact with users through a prompt, a natural-language query to

which the LLM can provide a natural language response. There are

restrictions on the token limit, or the amount of information that

can be sent or generated from the LLM. Tools like ChatGPT add

a user interface to enable a conversation, such that the model has

context of the conversation history.

Tools for AI-assisted data science. AI-assisted tools for data cleaning
suggestions—such as Trifacta

2
[4, 19, 24], Data Wrangler

3
, CoWran-

gler [11], AWS Glue DataBrew
4
, Salesforce Einstein Discovery

5
,

AutoPandas [6], Auto-Suggest [37]—have existed, and LLMs bring

forth new opportunities for further enhancing these tools. More

recently, several commercial and open-source tools leveraging con-

versational LLMs have emerged—DataChat AI [3, 23], Anaconda

Assistant [1], Databricks Assistant [2],

There has been a recent line of work that try to make use of LLMs

to automate data-science tasks and evaluate performance of LLMs

on data-science tasks [21, 26, 31, 38]. This is a promising, but orthog-

onal, area of research to ours as we focus on human-in-the-loop data

science where AI-assistants and human data scientists work as a

team. Recent works from Gu et al. also focus on the specific aspects

of planning assistance from LLMs [17] and response verification

approaches data scientists engage in [18]. Our work is differentiated

by (1) examining the fundamental interactions with a generic AI-

assistant (ChatGPT), rather than a domain-specific AI tool embed-

ded in a system, (2) studying professional data scientists rather than

non-programmers, and (3) Liu et al. specifically investigated the ef-

fect of co-editing a prompt by splitting it into natural language steps.

3 Methodology
We performed two studies. First, we conducted task-based semi-

structured interviews and observed 14 professional data scientists

engaged in data-science tasks. Then, we distributed a general survey

of our initial findings with 114 data scientists.

2
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3.1 Study 1: Using ChatGPT for DS Tasks
We used ChatGPT

6
, a browser-based conversational AI-assistant to

supplement the use of computational notebooks and the rich ecosys-

tem of data science tools. Powered by the GPT-3.5 series, ChatGPT

belongs to the InstructGPT family and allows collaborative con-

versations, as opposed to providing completions. Our selection of

ChatGPT as the conversational assistant for the study is motivated

by its accessibility and large-scale use for Python programming

[13], alongside its competence in generating Python code [29, 32].

3.1.1 Participants. We recruited participants from a large technol-

ogy company through random sampling of employees with the

job title “Data Scientist”. We further screened participants based

on having experience with data science, Python, computational

notebooks, and ChatGPT. Participants reported a median of 5 years

of experience in the domain of data science (𝜇 = 5.4, 𝑠𝑑 = 2.8).

3.1.2 Tasks. We selected four tasks performed by data scientists

in the lifetime of a typical project [30]—(T1 and T2) data wrangling

and pre-processing tasks, (T3) feature extraction and selection, and

(T4) data visualization for insight-finding and reporting. These are

based on 730 computational notebooks randomly sampled from the

KGTorrent dataset [33], where 4.2%, 5.7%, and 10.8% of 2511 data

transformations are tasks T1, T2, and T3 respectively. Further 40.1%

notebooks contain at least one visualization (T4). We also note that

T1 and T2 are transactional, one-shot tasks; whereas T3 and T4

are driven by exploration and human-intuition, making them more

subjective and time-consuming. We use a sample of the New York
EMS emergency calls dataset [12].

3.1.3 Study protocol. We conducted a one-hour long, task-based

study with each of the 14 data scientists. Participants were pre-

sented with 4 tasks, one at a time, to be solved using Python in

any computational notebook of their choice. Alongside having ac-

cess to ChatGPT, they were encouraged to use any preferred tools

and resources (such as web search, notebooks, Excel, integrated

AI-assistants like GitHub Copilot, and so on), and think aloud while

solving the tasks. The completion of any task was not a necessity.

Once the participants had explored a task sufficiently, they were

asked semi-structured questions to assess if ChatGPT helped them

solve the task satisfactorily, and if it could have helped them with

the task any better.

3.1.4 Analysis. We transcribed session recordings, annotated

prompts, ChatGPT responses, and participant activities, and con-

ducted thematic analysis resulting in 18 open-codes and 6 themes

with an inter-rater agreement of 0.872. Saturation occurred after

9 participants, and a subsequent member-check survey confirmed

participants’ agreement with our findings.

3.2 Study 2: Confirmatory Survey
To validate findings from Study 1, we conducted a survey with a

broader population of 114 data scientists. The confirmatory survey

is aimed to enhance the generalizability of our findings from study

1, and explore whether data scientists using different tools for a

wider assortment of data science tasks encountered similar benefits

or challenges when utilizing LLMs for data science tasks.

6
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Table 1: Overview of the number of prompts queried per task, and
average time spent in prompt-writing.

Task # prompts avg prompts avg time (s)

T1–Datetime typecast 22 1.57 55

T2–Split using delimiter 19 1.36 59

T3–Feature selection 47 3.35 159

T4–Heatmap plotting 23 2.3 58

3.2.1 Survey protocol. We used findings from Study 1 responses to

frame at least one question for each identified obstacle. The survey

consisted of 8 ‘Agree’/‘Disagree’ statements, and all questions were

optional to answer. Finally, to evaluate if our observations from

Study 1 reached theoretical saturation, we asked respondents to

indicate if they have faced any other difficulties in using LLMs for

data science tasks that were not mentioned in the survey questions.

3.2.2 Respondents. 114 data scientists responded to the survey.

After inspecting whether the respondents have meaningful prior

experiences (D2), we removed 16 respondents (14%) that had no

experience with using LLMs for data science tasks. We report all

findings using the screened responses. 76% of the respondents self-

reported having more than 5 years of experience in data science

related professional roles. We discuss the survey results in Section 5.

4 Observations from Study 1
We provide a summary of our participants’ interactions with Chat-

GPT and then report observed obstacles and strategies used by the

participants. Table 2 summarizes the themes that emerged from

our analysis of the data scientists’ actions and responses. We also

report participants who identified with each obstacle and the cor-

responding prompting strategies they employed in Table 2.

Prompting behaviors. In total, we logged 111 prompts made by 14

participants. Table 1 presents an overview of the prompt distri-

bution for each study task. We observed that participants spent

64% time on preparing prompts, 27% time on adapting the code

returned by ChatGPT, and the remaining on validating the code. In

raw time spent on these activities, on average, 302 seconds were

spent on prompt writing, 57 seconds on adaptation and 24 seconds

on validation. We also find that 37% of the total time was spent on

writing the initial prompt, whereas making refinements to prompts

and asking follow-up questions takes 28% of the total time.

Participants also made iterative refinements to their prompts.

They sent across many follow-up prompts for performing feature

selection (T3)—re-emphasizing task goals, decomposing tasks, pro-

viding additional context and examples, and requesting for tweaks

to code snippets. The need to send follow-up prompts was also ex-

acerbated for plotting visualizations (T4), where participants would

go back-and-forth with ChatGPT for minor tweaks—changes in

plot size, color scheme, and font size.

4.1 Communication Obstacles with ChatGPT
Participants faced difficulties in sharing data context, uncovering

and recovering from underlying assumptions made by ChatGPT,

and from misaligned expectations about the response format.

Sharing context is difficult. Since LLMs “cannot make sense of the
raw data” (P2, P3, P7, P8, P10, P12), data scientists begin the process

of prompt-writing by brainstorming what pieces of data, (such as

specific rows matching a criteria, sample values with data qual-

ity issues, column names based on feature importance, etc.) and

which descriptive information (such as pattern of strings in a col-

umn, number of unique values, missing values, outlier information,

minimum/maximum for numeric data, etc.) will lead to satisfac-

tory responses. Participants reported that starting with curating

a prompt is a “daunting” task (P9) because it requires decision-

making on what data context needs to be included. P2 said, “ I doubt
if this will be successful, I feel like we need a little bit more of numbers,
but let’s see if only using the column names we can get something.”

Next, to construct the prompt, participants had to frequently

write code snippets in their notebooks to gather the required con-

text. For instance, consider a pandas DataFrame named df. Partici-
pants must write, execute, and copy the output of commands such

as (1) df.head() to obtain a sample of rows and the data header,

(2) df.columns or df.dtypes to obtain column names and their

data types, (3) df['INCIDENT_DATETIME'][0] to obtain the first

value in the column to provide as few-shot examples, etc.

Some participants implemented custom logic to extract informa-

tion while P5, P7 and P8 had to leave their notebook environment

to open the CSV file in Excel. This was because the participants

wanted to share values from a column, and the raw output from

df.head() could not be selected freely to be copied to the clip-

board. Opening the file in Excel enabled them to select any range

of cells and copy them with ease without writing additional code.

ChatGPT opaquely makes assumptions. Based on the context shared,
ChatGPT made its own “mental model” of the data. Participants

were often enthusiastic about the semantic capabilities of ChatGPT,

and how it could infer domain knowledge about the data solely us-

ing the column names. P4 leveraged these capabilities and prompted

ChatGPT to provide a data dictionary. Several participants (P5, P7,

P10, P12—P14) were amazed when ChatGPT could understand the

data domain sufficiently to convert the extracted ‘RESPONSE_TIME’
column from timedelta format to seconds—which was the most

appropriate unit of measurement, since emergency medical services

are likely to be dispatched quickly. However, despite the semantic

abilities of the LLM, participants struggled and had to re-assess

ChatGPT’s understanding of the task and the data.

As part of T2 (split using delimiter) few rows in the parent col-

umn did not contain the zipcode, leading it to be a mix of two het-

erogeneous formats: (1) “<borough>; <area_code>; <zipcode>”
(“Brooklyn; K7; 11211”), and (2) “<borough>; <area_code>”
(“Manhattan; M3”). Participants typically did not discover this data-

formatting inconsistency by themselves, since encountering such

issues requires exploratory data analysis and on-ramping. As a

result, ChatGPT often did not get visibility into the data quality

issue through participant prompts (P1, P2, P5, P11), and generated

non-executable code under the assumption of having clean and

consistent data:

>>> df['Borough'] = df['DESC'].str.split(';').str[0]
>>> df['Precinct'] = df['DESC'].str.split(';').str[1]
>>> df['ZipCode'] = df['DESC'].str.split(';').str[2]
IndexError: list index out of range

In T3 (feature selection) and T4 (heatmap plotting), ChatGPT

often made assumptions about the data characteristics and type

3
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Table 2: Themes—obstacles and strategies when using ChatGPT for data-science tasks.

Theme Description Representative Examples Participants

Obstacles when Communicating with ChatGPT

Sharing context is difficult
(Section 4.1)

Gathering relevant information to

prompt with (e.g., column names,

datatypes, example datapoints)

takes time.

“So this one is recommending scikit-learn which is not a pack-

age I typically use. I usually work in pyspark.”
“It is all about the context which we provide. If we could refine it,

it would do better.”

P1—P6, P8, P10,

P12, P14

(10 of 14)

ChatGPT opaquely makes
assumptions
(Section 4.1)

Data scientists had to correct or ad-

just prompts in response to unantic-

ipated assumptions made by Chat-

GPT about data.

“I will provide this example for the format”

“Oh, it thinks the call type is int, let me say that it is categorical”

P1—P14

(14 of 14)

Missing specifications lead
to misaligned expectations
(Section 4.1)

Missing specifications in user

prompts lead ChatGPT to return

generic or incorrect responses.

“I was expecting it to give me code or make a plan”

“it didn’t bring up to_datetime() and suggested strptime() in-

stead!”

P1—P10, P12—

P14

(13 of 14)

Obstacles in Leveraging ChatGPT’s Responses

Repetitive code edits
(Section 4.2)

Edits of similar nature are made to

adapt & validate code

“We already have pandas and the data, I’ll delete these lines [...]

not required”

“I need a temp df to see the new columns”

“ChatGPT’s affirmative language is deceiving [...]”

P1—P10, P12—

P14

(13 of 14)

Strategies for Prompting and Alternate Resources

Techniques for prompt
construction
(Section 4.3.1)

Data scientists use prompting tech-

niques and attempt scaffolding

ChatGPT with domain expertise

“I can be more specific and give it only the float columns”

“I will paste column names later, so that I can write the prompt

first”

P1—P10, P12, P14

(11 of 14)

Re-using code
(Section 4.3.2)

Re-use of previously authored code

for new data

“automated way to run the pipeline for incoming data”

“copy paste old code [...] 80% of it would be repeating”

P3, P5—P7, P11

(5 of 14)

of columns solely based on the column names. Participants found

ChatGPT to be overly reliant on using column names to make a

semi-informed guess about the data type. This led to run-time er-

rors in T3 while trying to train a model (P5, P12), and visualizations

that were not meaningful for any insight-finding in T4, such as

scatter-plots for categorical and boolean variables (P2, P3, P10).

Missing specification leads to misaligned expectations. Participant
prompts often lack several specifications, that lead LLM responses

to be highly temperamental to the phrasing of prompts. The pres-

ence or absence of specific words in the prompt can lead to unan-

ticipated responses from ChatGPT. For instance, for objective tasks

(T1 and T2), not mentioning “pandas” or “dataframe” in the initial

prompt to ChatGPT led to code generations with APIs belonging

to standard python libraries, instead of pandas APIs (P1, P3, P12).
P12 reflected on the issue and realized that they “didn’t talk about
pandas, that’s why it didn’t bring up to_datetime() over here and

suggested strptime() instead!” This helps us understand how

participants form a mental model of the nature of responses they

would get from ChatGPT.

We observe that this problem manifests in different ways for

T3 (a long-form task) and T4 (an exploratory task), where partici-

pants also have more conversation turns with ChatGPT (Table 1).

Most participants struggled to obtain satisfactory responses for T3

(feature selection), owing to three reasons:

First, participants expected ChatGPT to formulate an actionable

plan for feature selection. However, ChatGPT frequently responded

with a “generic block of text” (P10) on why feature selection is

important, and 3–4 ways to perform it. These responses were not

contextualized to the dataset at hand, bringing the onus of adding

specification to prompts through planning and performing task-

decomposition onto data scientists again.

Second, we observe a mismatch in expected and actual response

formats. Participants often expected the LLM to generate code that

analyzes relations between the columns, or assesses the importance

of each feature (e.g., by training a model and using feature weights).

But ChatGPT rarely moved past NL responses, unless provided

with specifications for code generation.

Third, participants often mentioned that ChatGPT cannot be

completely trusted as it lacks domain expertise (P1–P5, P7, P8,

P11). ChatGPT’s responses are rarely aligned with participants’

domain knowledge, as it misses necessary data pre-processing

steps, or provides technically incorrect responses. In one instance,

as P5 went about prompting to train a model that predicts the

‘RESPONSE_TIME’, ChatGPT generates code to perform training

without standardizing column values. P5 emphasized the impor-

tance of standardization: “One thing it has missed is standardizing
data. It is very important for us to scale the data to check for outliers
and understand the data distribution.”

Lastly, we observe an increase in number of participant prompts

for T4 (heatmap plotting), where participants went back-and-forth

with the LLM to provide specifications for minor adjustments to the

visualization (such as, increasing plot size, changing color schemes,

increasing label font size for legibility, and so on). Participants also

expected ChatGPT to present themwith options for plot generation,

with the intent to make a quick exploration of which plots might

be most insightful.

4.2 Obstacles in Leveraging ChatGPT Responses
We now present the challenges faced in using the code generated
by ChatGPT. We observe that participants had to edit the generated

4
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code in certain repetitive ways to successfully adapt it to their

notebook contexts.

Generation of repeated code. A common adaptation the partici-

pants had to make to the generated code was removing lines that

were already present in their notebook. This included (1) repeated li-

brary import statements—especially import pandas as pd , (2) re-

peated data ingestion using the pandas.read_csv() API—where

accidentally executing this code sometimes led the participants’

dataframes to be over-written, causing them to re-run all note-

book cells from the beginning, and (3) performing exploratory data

analysis using APIs like pandas.DataFrame.describe()

Mismatch in data and notebook management preferences. Par-
ticipants had implicit preferences for code management, aligned

with common practices in using notebooks, such as having all im-

port statements in a single cell at the beginning of the notebook,

splitting functions and data transformations into cells to view in-

termediate results, and interleaving of code with markdown cells

to segment the notebook.

ChatGPT often generated blocks of code involving multiple data

transformations. Participants broke these down into meaningful

cells and shifted new imports to the top of their notebook (P2, P3,

P5, P7, P8, P14). This helped them isolate lines of code into steps,

and execute them sequentially to observe any execution errors.

Data scientists have also been studied to commonly author ex-

ploratory code; or use the fluent programming pattern, composing

multiple transformations into a chain [8, 14]. Several code gen-

erations contained functions for data transformation tasks, with

excessive number of parameters and intermediate steps, contrary

to the typical exploratory and fluent patterns. P3 and P7 refactored

such code generations to obtain chain of transformations for the

target column.

Lacking support for code validation. Participants emphasized on

the importance of thoroughly validating every operation performed

using LLM-generated code. P7 mentioned that validation is even

more essential as “ChatGPT’s confirmatory and affirmative language
in responses—like ‘Definitely! Here’s the code you need’—is extremely
deceiving because it doesn’t really know about my data.” Though code
validation took the least amount of time when compared to other

activities (prompt construction and code adaptation), participants

verified the functioning of generated code snippets in different

ways. In some cases, ChatGPT self-generated the code snippet(s)

required to validate the data transformation. In other cases, the

participants wrote additional code snippets, or manually inspected

the data to validate changes.

4.3 Strategies to Overcome Obstacles
We now discuss strategies employed by data scientists to overcome

communication and code-adaptation obstacles.

4.3.1 Techniques for prompt construction. Alongside data context,
participants also brainstormed prompting techniques that are rele-

vant for ChatGPT to solve the problem. We observed frequent use

of one-shot and few-shot prompting for T1 (datetime typecast) and

T2 (split using delimiter) (P1–P4, P6, P8, P10, P12, P14); and chain

of thought prompting for T3 (feature selection).

Participants often expressed that ChatGPT lacks “any actual
understanding of the data” (discussed in Sections 4.1 and 4.1). To

overcome these obstacles, we observe limited interactions where

data scientists successfully guide the LLM with their domain ex-

pertise. P10 and P14 narrowed down ChatGPT’s output space by

iterative refinement of the data context included in their prompts.

For instance, to prevent ChatGPT from suggesting timestamp-based

features (T3), P14 scaffolded the LLM’s response by providing names

of only those columns that do not contain the sub-strings ‘TIME’

or ‘ID’ in them.

I want to build a GBM using sklearn. The X variables
are: <List of attribute names not containing sub-strings
‘TIME’ or ‘ID’>, target variable is “RESPONSE_TIME”
which is timedelta

Surprisingly, we also observe an instance with P5, where Chat-

GPT asks a “clarifying question” in response to the user provided

prompt. This interaction made P5 feel assured that ChatGPT “is
able to understand the prompt”, and “make sense of the data context” :

P5: Consider this dataset to be the dataframe which we
are going to use for the prediction of the response time:
[Top 10 rows with data header]
ChatGPT: What is response time in this dataset and
how is it calculated?
P5: Response time is calculated as below: first_onscene_datetime
– incident_datetime

4.3.2 Re-using previously authored code. Data scientists mentioned

that they periodically receive new batches of data, for which they

must re-run analyses and visualization reports, and re-train models

(P3, P5, P6, P7, P11). In such cases, data scientists are already familiar

with the structure of the data, and they reuse previously written

code for data pre-processing and cleaning. P11 mentioned, “We
pretty much just copy and paste canned code for every project. A
lot of variations can be created on the charts, but 80% of it would
be repeating.” The need to author new code for pre-processing or

analytics in such scenarios is rare. However, P7 and P11 suggest

that LLMs can help automate retrieval of such snippets, and report

any anomalies in newer batches of data for human-inspection.

5 Survey Results
The survey results help us understand how well do the identified

obstacles (Section 4) generalize to a diverse set of data science tasks,

tools, and to a broader community of data scientists. The survey

respondents report experience with using LLMs for varied data

science tasks spanning across project timelines, including synthetic

data generation, data wrangling, pre-processing, data labelling,

exploratory data analysis, insight finding and summarization, hy-

pothesis generation, training various models, outlier detection, and

generating plots.

Figure 1 shows the distribution of responses for each question.

Results indicate that data scientists find sharing of relevant data con-

text to be important (86%), as well as tedious (59%), echoing findings

from Section 4.1. 62% data scientists agreed that prompting Chat-

GPT for columns with mixed formats is challenging, reflecting the

issues discussed in Section 4.1. These challenges lead to communi-

cation breakdowns between data scientists and ChatGPT—causing
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Question %disagree %agree

D NR A
It is easy to decide if a data science task is suitable for ChatGPT 44 2 52 45% 53%

Including data context in the prompt leads to better responses 8 6 84 8% 86%

It is tedious to assess and find relevant context for the prompt 34 6 58 35% 59%

Prompting for columns with mixed formats is challenging 20 17 61 20% 62%

LLMs do not have sufficient domain expertise in data science 29 10 59 30% 60%

I will likely go back and forth with ChatGPT to refine my prompt 5 3 90 5% 92%

Generated code will need several changes 10 3 85 10% 87%

It is easy to verify code generated by ChatGPT 43 8 47 44% 48%

Disagree Agree

Response Counts Distribution

Figure 1: Distribution of survey responses. Response Counts: D (Disagree); NR (No Response); A (Agree).

them to make repeated prompt refinements (92%) (Section 4). Re-

spondents also indicate that LLMs do not have sufficient domain

expertise in data science (60%) (Section 4.1), and that generated

code requires several modifications (87%) (Section 4.2).

6 Design Recommendations
In this section, we discuss the implications of our findings and

identify the ways in which they could be adapted to various data-

science environments.

Recommendation I—Provide preemptive and fluid context when inter-
acting with AI assistants. Participants spent a significant amount of

time constructing prompts (Section 4) and gathering and expressing

their context (Section 4.1) to ChatGPT. Nearly 45% of the prompts

included portions of data that they either manually entered, or

wrote additional code snippets to obtain; however, participants did

not enjoy being “slowed-down” in fetching this data context for ev-

ery interaction. Thus, data scientists need help in providing context

about their environments, and we should support mechanisms to

either preemptively provide implicit context [23], or provide fluid

interactions that allow data scientists to easily refer to fragments of

their work in conversations with AI assistants. In data visualization,

classic techniques such as brushing [7], enable a user to select and

highlight specific data points, allowing the user to use those data

points as a filter, or as a point of interest for further analysis.

Recommendation II—Provide inquisitive feedback loops and planning
assistance. For transactional tasks, such as T1 (datetime typecast),

ChatGPT often provided satisfactory responses. Unfortunately,

long-form tasks, such as T3 (feature selection), required a more in-

volved conversation with ChatGPT. Initial responses from ChatGPT

were often “excessively long” and were not particularly helpful for

the task. As a result, participants were uncertain how much value

would be gained by continuing the conversation or what further

information would help (Section 4.1). One mechanism to help data

scientists have more productive conversations with AI assistants

is through inquisitive feedback loops, where the system guides the

user in expressing what they need by proactively asking the user a

series of questions [20].

Recommendation III—Provide support for code adaptation and valida-
tion. In several cases, participants performed task-decomposition,

which often lead to errors, e.g., as ChatGPT always included code

to ingest the dataframe—regardless of the stage of conversation—

some participants accidentally executed it, leading to their data

being over-written (Section 4.2). Tools for supporting refactoring,
behavior-preserving transformations, can be one approach for as-

sisting data scientists who must make repeated edits of similar

nature, or adapt generated code snippets to their local notebook

contexts (Section 4.2). For instance, GhostFactor [15] is a light-

weight program analysis tool with refactoring detection algorithms

that identify incomplete changes to code.

Recommendation IV—Provide transparency about shared context and
domain expertise slots. Barke et al. [5] posit that lack of transparency
about the shared context, and lack of control in refining the context

selections can leave users in a confused state. Our participants echo

a similar consideration, wherein they expressed the urge to “get to
the first response as fast as possible, but have the ability to look at
what context was provided and edit it if I need to refine my prompt”
(P3, P4, P7, P12). Even with automated context management or

prompt augmentation, it is important to consider how that context

is ultimately shared. For example, by having sufficient transparency

into the shared context can also enable data scientists to ensure that

sensitive data does not leak into the prompt. Data-science environ-

ments interacting with AI should consider mechanisms for ensuring

a two-way knowledge transfer between data scientists and AI. For

example, an AI assistant chat interface could integrate a context
panel, a dedicated, editable grid that mirrors the AI assistant’s and

user’s assumptions about data and tasks.

7 Conclusions and Future Work
To understand the fundamental obstacles, needs, and design op-

portunities in using AI assistants for data science, we conducted

a task-based observational study and a confirmatory survey. We

found that participants faced two key sets of barriers: in communi-

cating with ChatGPT about data, and then in adapting ChatGPT’s

response to aid their specific situation. Participants spent consid-

erable time collecting information to provide to ChatGPT, such

as relevant regions of their dataset or descriptive statistics. Fur-

thermore, ChatGPT often made assumptions unbeknownst to the

participant, thus leading to bugs in the code and additional steps to

remedy. When participants did get a useful response from ChatGPT,

it required considerable effort to adapt the code to work with the

rest of their code and to follow their preferences. We provide key

design recommendations for data science tools based on our study,

such as the need to provide flexible context selection, preemptive

data summaries, and inquisitive feedback loops.
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